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bad mouthing attacks in Wireless Sensor 

Networks 
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Abstract— Sensor networks can be deployed in hostile environments where adversaries may be present. Since wireless sensor networks 

usually need to be controlled remotely by the network operator, they are often deployed in an unattended manner. The unattended nature 

of wireless sensor networks can be exploited by attackers. Specifically, an attacker can capture and compromise sensor nodes and launch 

a variety of attacks by leveraging compromised nodes. There are so many existing schemes to identify the malicious node and t hey could 

not provide the way to revoke them. The proposed scheme solves how to revoke the compromised nodes by using reputation based 

Credence management scheme, which incorporates a new scheme called SPRT. By using this Credence based management scheme a 

secure network can be established for secure communication among wireless nodes.  

Index Terms— Biased SPRT, Compromised Node,Reputation based Credence management scheme , Zone   

——————————      —————————— 

1 INTRODUCTION                                                                     

 more aggressive attacker could undermine common 
sensor network protocols, including cluster formation, 
routing, and data aggregation, thereby causing continual 

disruption to the network operations. Therefore, an adversary 
with compromised nodes can paralyze the deployed mission 
of sensor networks. It has been demonstrated that rating Cre-
dence and reputation of individual nodes is an effective ap-
proach in distributed environments in order to improve secu-
rity, support decision-making and promote node collabora-
tion. Nevertheless, these systems are vulnerable to deliberate 
false or unfair testimonies. In one scenario the attackers col-
lude to give negative feedback on the victim in order to lower 
or destroy its reputation. This attack is known as bad mouth-
ing attack, and it can significantly deteriorate the performanc-
es of the network. The existing solutions for coping with bad 
mouthing are mainly concentrated on prevention techniques 
In this sense, it is very important to detect [1], [6], [23] and 
revoke compromised nodes. To mitigate the node compromise 
attack, several researchers have proposed various node com-
promise detection schemes in the context of wireless networks. 

Specifically, the network is first divided into a set of re-
gions, establish Credence levels for each region, and detect 
untrustworthy regions by using the Sequential Probability 
Ratio Test (SPRT). The SPRT [22] decides a region to be un-
trustworthy if the region’s Credence is continuously main-
tained at low level or is quite often changed from high level to 
low level.  
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Once a region is determined to be untrustworthy, the base 

station or the network operator performs software attestation 
[1], [23] against all nodes in the ununtrustworthy region, de-
tects compromised nodes with subverted software modules, 
and physically revokes them. 

2 MODEL AND SYSTEM REQIREMENTS  

2.1 Network Assumption 

We assume a static sensor network in which the sensor nodes 
do not change their locations after deployment. We also as-
sume that all direct communication links between the sensor 
nodes are bidirectional. We also assume that the base station is 
a trusted entity. This is a standard assumption; if the base sta-
tion is compromised, the entire mission of the sensor network 
can be easily undermined [2], [4]. We assume that every sensor 
node is able to obtain its location information and identify its 
placement region by using an existing secure localization 
scheme such as. Finally, we assume time synchronization [9], 
[18] such that the clocks of all nodes in a region are loosely 
synchronized. This can be achieved by using one of the exist-
ing secure time synchronization methods.  

2.2 Attacker Model 

We assume that the attacker attempts to maximize the im-
pact of node compromise attacks by compromising a subset of 
the nodes in each target region. In particular, we assume that 
the attacker could gain more by compromising at least a few 
nodes in one region, rather than compromising nodes that are 
isolated from each other. This is because a subset of compro-
mised nodes in a region can launch much more effective at-
tacks through collaboration than an isolated and compromised 
node can. For instance, false data injection attacks can make 
the reported observations in a region appear quite different 
from reality. 

2.3 System Requirement 

Given the attacker model, we now focus on the requirements 

A 



International Journal of Scientific & Engineering Research, Volume 4, Issue 4, April-2013                                                                    277 
ISSN 2229-5518 

 

IJSER © 2013 

http://www.ijser.org  

for an effective defense against node compromise attacks in a 
wireless sensor network. A defense mechanism should have 
several key attributes: 1) fast and accurate detection capability; 
2) efficiency; and 3) low cost for false positives. Fast detection 
of malicious nodes, without missing the attackers due to false 
negatives, is obviously a critical attribute for a defense against 
node compromise. In our scheme, we aim to save the costs of 
frequent attestation [1], [23], by using a low-cost reputation 
scheme to decide when to apply attestation. 

 

3 DETECTION AND REVOCATION OF BAD MOUTHING 

ATTACKS IN STATIC WIRELESS SENSOR NETWORK 

This section presents the details of the proposed scheme to 
detect node compromises and misbehavior on the basis of re-
gions. 

In SPRT [22] scheme, we divide the network into a set of 
regions, establish Credence values for each region, and detect 
untrustworthy regions in accordance with the region Credence 
values. Once a region is determined to be untrustworthy, the 
network operator attests the software modules of all sensors in 
the untrustworthy region, and detects and revokes compro-
mised nodes in that region. Since benign nodes are attested 
only in untrustworthy regions, our scheme reduces the over-
head incurred from attesting all benign nodes, as in the exist-
ing schemes based on software attestation. However, unlike 
other reputation-based schemes, our scheme benefits from the 
lack of false positives and ability to fully revoke compromised 
nodes that software attestation provides. The proposed proto-
col proceeds in three phases. 
 
3.1 Discovering Region and Credence Aggregator Se-
lection 

After deployment, every sensor node u finds out its loca-
tion and determines the region to which it belongs. We call 
this region the home region. From u’s point of view, we call 
other regions the foreign regions. Node u discovers the IDs of 
all other nodes in its home region and establishes pair wise 
secret keys with them. After the region discovery process, the 
Credence Aggregator is selected in a round robin manner as 
follows: The time domain of a region is divided into a series of 
time slots. Each node pseudorandomly decides its duty time 
slots, during which it acts as a Credence aggregator, before 
each round starts, where a round consists of S time slots such 
that S is the number of nodes residing in the region. The rea-
son why we adopt the pseudorandom settings of duty time 
slots is because the pseudorandom order of the duty time slots 
is beneficial for the secrecy of our scheme.  

We now describe the selection of time duty slots in more 
detail. All nodes in the network share a pseudorandom num-
ber generator (PRNG) in which the starting time of each round 
is used as the seed value. According to the clock synchroniza-
tion assumption in the starting time of each round (i.e., seed 
value) will be the same to all nodes in region. Each node thus 
will generate the same sequence of random values uniformly 
distributed between 0 and 1. Each node sets a duty time slot to 
a random number that corresponds to its order when the 

nodes in the region are sorted in ascending order. It repeats 
this duty time slot selection mechanism for each round before 
a round starts. Through this pseudorandom duty time slot 
mechanism, it is guaranteed that duty time slots are pseudo 
randomly determined per round and only one node is as-
signed to CA per time slot. 
 
3.2 Credence Formation and Forwarding 
 
      For each time slot Ti, each node u in region Z computes 
neighborhood-Credence that is defined in accordance with the 
difference between the probability distributions of the infor-
mation generated by u and the information sent to u by u’s 
neighboring nodes in region Z. Neighborhood-Credence acts 
as an indicator of how much information is shared by two 
neighboring nodes. The more information u shares with its 
neighbors, the more belief u has in its neighbors. To compute 
the difference between two probability distributions, we use 
the information-theoretic metric Kullback-Leibler (KL)-
divergence that is known to be suited for this computation [3] . 
Specifically, let us assume that u’s generated information fol-
lows a probability distribution with mean and standard devia-
tion and falls within the range [µ-cσ, µ+cσ] with probability p, 
where c is a constant value. Moreover, we assume that the in-
formation sent and processed to u by u’s neighbors falls within 
the range [µ-cσ, µ+cσ]   with probability q. Node u computes 
KL-divergence D as follows: 
 

D=p*ln(p/q)+(1-p)*ln((1-p)/(1-q))                                      
Such that p >1/2 and p >= q. 
 
It then computes neighborhood-Credence nu= 

min(1,1/(1+D)) ;This definition of neighborhood-Credence is 
reasonable in the sense that neighborhood-Credence is in-
versely proportional to D and thus it will be one if two proba-
bility distributions exactly match with each other. The main 
rationale behind the restriction of p >1/2 is to make the majori-
ty of the information generated by u fall within the expected 
range, leading to better accuracy in neighborhood-Credence 
measurement than the case of p<=1/2 . Also, nu is a neighbor-
hood-Credence calculated from the perspective of u and ac-
cordingly it has its maximum value of one when p=q. Thus, it 
is reasonable to set p >=q. Since p >=q should hold, in case that 
q > p, node u calculates D after resetting q =p.  

D-Credence report from u, node v verifies the authen-
ticity of u’s neighbor-hood-Credence report with Kuv and dis-
cards the report if it is not authentic. v collects the neighbor-
hood-Credence reports that were measured during Ti from all 
nodes in region Z and aggregates the received neighborhood-
Credences by using the mean function. We call the aggregated 
version of neighbor-hood-Credences the region-Credence. v 
sends the base station Z’s region- Credence report, defined as 
{v||sv||Z||t||MACKv (v||sv ||Z||t), where sv is a time stamp 
indicating the generation time of  report, t is Z’s region-
Credence, and Kv is the shared secret key between v and the 
base station. 
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3.3 Detection and Revocation 
 

Upon receiving a region-Credence report from a CA 
in region Z, the base station verifies the authenticity of the 
CA’s report with the secret shared key between CA and itself 
and the freshness of the time stamp and the base station dis-
cards the report if it is not authentic or contains a stale time 
stamp. The base station also maintains a record per CA associ-
ating each CA’s ID with its home region and time stamp. This 
prevents the compromised CAs from claiming multiple home 
regions and from launching replay attacks with benign region-
Credence reports. We denote  
the authentic reports from the CAs in region Z by R1; R2; . . . . 
The base station extracts the region Credence information ti 
from report Ri. Let τ be a Credence threshold and Bi denote a 
Bernoulli random variable defined as  
  Bi ={1 if ti  < τ , 0 if  ti  >= τ} 
If  p is smaller than or equal to a Credence threshold ρ’, it is 
likely that the region Z is trustworthy. On the contrary, if ρ>ρ’, 
it is likely that the region Z is untrustworthy. The problem of 
deciding whether Z is trustworthy or not can be formulated as 
a hypothesis testing problem with null and alternate hypothe-
ses of ρ<=ρ0 and ρ>=ρ1, respectively, such that ρ0< ρ1. In this 
problem, the acceptance of he alternate hypothesis is consid-
ered to be a false positive error when ρ<=ρ0, and the ac-
ceptance of the null hypothesis is considered to be a false neg-
ative error when ρ>=ρ1. We define user-configured false posi-
tive rate 0 and false negative rate β1 in order to provide upper 
bounds on the false positives and false negatives in the hy-
pothesis testing problem. These upper bounds will be present-
ed in the security analysis in the next section.  

We now describe how the SPRT [22]  is used to make 
a decision about region Z from the n observed samples, where 
Credence information ti is treated as a sample. Let us define H0 
as the null hypothesis that region Z is trustworthy and H1 as 
the alternate hypothesis that region Z is untrustworthy. We 
then define Ln as the log-probability ratio on n samples, given 
as 

Ln= ln(Pr(B1,…,Bn|H1))/ Pr(B1,…,Bn|H0)) 
If a region Z is judged as trustworthy, the base station re-

starts the SPRT with newly arrived region-Credence reports. 
If, however, Z is determined to be untrustworthy, the base sta-
tion terminates the SPRT on Z, and the network operator de-
tects and revokes the compromised nodes by having nodes in 
other regions perform software attestation against sensor 
nodes in region Z. 

 However, we note that the attacker can aim to block honest 
reports from reaching the base station. To address this, we 
have the base station track the reporting from each CA [21] in 
the region; this is also necessary for ensuring equal reporting 
frequency. If the multiple nodes in a region are having their 
reports blocked, the base station will treat the region as un-
trustworthy and initiate software attestation on the region. If, 
during software attestation, the non reporting CAs are found 
to be malfunctioning or out of power, the base station can re-
move them from the list of CAs to prevent future false posi-
tives. 

4. PROPOSED WORK 

 
4.1 limitations of node compromise attacks 

 

We first consider the false region-Credence report at-
tack in which the compromised CAs report false region-
Credence values to the base station. This attack can take two 
forms. First, the compromised CAs could send reports of low 
region-Credence values to the base station when the region-
Credence is actually high. Since this attack leads to quicker 
detection of the compromised CAs, the attacker will not bene-
fit from this approach. Second, the compromised CAs could 
send reports of high region-Credence values to the base sta-
tion when the region-Credence is actually low. In this type of 
attack, the attacker will have all compromised CAs report a 
region-Credence of 1.0 to the base station in order to prevent 
the untrustworthy region from being detected. We investigate 
the impact of this attack on the detection capability of our 
scheme. For this investigation, we look into the impact of the 
fraction of compromised nodes in a region on the detection 
capability of our scheme through the following Lemma. Recall 
that Bi is a Bernoulli random variable indicating whether the 
region-Credence report is below (Bi = 1) or (equal to or above) 
(Bi = 0) the Credence threshold. 
 
 4.2. Computation and Storage Overhead 

 

We define the computation and storage overhead as 
the average number of Message Authentication Codes (MACs) 
that are generated and verified by a node and the average 
number of region-Credence reports that need to be stored by a 
node, respectively. Assume that there are b nodes on an aver-
age within a region. In a region, every node acts as the CA in 
its designated time slot while acting as a region member in the 
other time slots. For each time slot, each region member gen-
erates a MAC of its neighborhood-Credence report, which is 
sent to a CA. Each CA in turn performs b -1 MAC verifications 
on the received neighborhood-Credence reports and generates 
a MAC of its region-Credence report. Thus, b nodes perform 
2b - 1 MAC generations and verifications for every time slot. 
Accordingly, the computation overhead per node will be O(1) 
per time slot on an average. The base station will perform z 
MAC verifications for every time slot because z CAs reports 
their region-Credences for each time slot.  

5 BIASED SPRT 

we propose a SPRT-based node compromise detection 
and revocation scheme and analyze its security and perfor-
mance. Although this scheme achieves fast and accurate node 
compromise detection and revocation, it will not work if more 
than 50 percent of the nodes in each region are compromised 
under reasonable configurations of the SPRT. To enhance the 
resilience of the SPRT-based scheme against the false region-
Credence report attack with a large number of compromised 
nodes, we modify the sampling strategy in the SPRT in such a 
way that the SPRT takes the samples leading to acceptance of 
H0 (high-Credence samples) with less weight than the ones 
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leading to acceptance of H1 (low-Credence samples), while 
ensuring that the false positive rate remains below the desired 
rate.  
We call this modification biased sampling and the correspond-
ing scheme as the Biased-SPRT. Since a high-Credence sample 
is less likely to be accepted than a low-Credence sample, H1 
will be more likely to be accepted when the region is untrust-
worthy. Biased sampling results in greater delay in accepting 
the null hypothesis and greater false positive rates, but these 
are not major costs in the system as designed. Note that be-
nign regions are continually tested for Credence values, so 
there is no benefit to quickly detecting that the region is trust-
worthy. Also, a false positive only costs the additional over-
head of a single software attestation against the nodes in the 
region. The benefit of biased sampling is that even a relatively 
small number of honest nodes can send region-Credence re-
ports with low-Credence values, leading to detection. We will 
show that biased sampling improves the resilience of the pro-
posed scheme against the false region-Credence report attack, 
even when the fraction of compromised nodes is more than 50 
percent. 

In the biased sampling, the samples with type of H0 
are taken into the sequential test process with less weight than 
H1 in such a way as to replace ρo, with (ρo)Є where   Є> 1 is a 
biased sampling factor. Thus, the log-probability on n samples 
Ln is changed to 
Ln = ωn ln (ρ1/(ρo)Є )+ (n- ωn) ln ((1- ρ1 )/ (1-(ρo)Є)) 
      Accordingly, the SPRT for H0 against H1 is changed 
to: 

 ωn≤λ0(n) : accept H0 and terminate the test. 

 ωn ≥λ1(n) : accept H1 and terminate the test. 

 λ0(n) < ωn  < λ1(n): continue the test process with another 

observation. 

 
Where: 
  An increase in Є leads to faster acceptance of H1 but 
slower acceptance of H0. Intuitively, we can imagine the 
SPRT’s one-dimensional random walk taking larger steps to-
ward H1 and smaller steps toward H0. This modification has 
several consequences. First, untrustworthy regions will be 
more likely and quickly to be detected. Second, even a region 
with a majority of compromised nodes that send false region-
Credence reports can be detected as untrustworthy. Despite a 
number of false high-Credence reports that cause the SPRT to 
take small steps toward H0, the regular presence of true low-
Credence reports will take bigger steps toward H1.  

6 SECURITY ANALYSIS 

In this section, we first investigate how Є affects the 
false positive rate of the Biased-SPRT and then show how 
much the system’s resilience against the false region-Credence 
report attack can be enhanced by the Biased-SPRT. Finally, we 
will demonstrate that the Biased-SPRT causes the attacker to 
have substantially lower gains than the ones in the SPRT in 
terms of our game-theoretic analysis. 
 

6.1 False Positive Rate 

To examine how the biased sampling factor Є affects 
the false positive rate α, we use the estimated value of α in-
stead of the upper bound derived in Section 3.2, because the 
estimated value will contribute to more an accurate investiga-
tion than the upper bound. According to Wald, α in the SPRT 
is approximately estimated as follows: 
 
 
 
 
 
 
 
 
 
Fig:α versus h. 
 
 
 
 
 
 
 
 
 
 
Fig:ρ versus h, when  ρ 0 = 0:1 and  ρ 1 = 0:9. 
 
 
 
 
 
 
 
 
 
Fig:ρ versus h when  ρ 0 = 0:3 and  ρ 1 = 0:7. 

 Since the success probability ρ in the Bernoulli distri-
bution is a parameter required to estimate α , we take into ac-
count ρ for the study of ’s impact on . We consider two cases: α 

1 = β1 = 0:01 and α 1 = β1 = 0:05. We also examine these two cas-
es: ρ 0 = 0:1 and ρ 1 = 0:9, = 0:3 and ρ 1 = 0:7. Moreover, we set to 
1, 2, or 3 such that Є = 1 and Є = 2; 3 indicate the SPRT and Bi-
ased-SPRT, respectively. As shown in Fig. 3, decreases as h 
increases and as 0 and 0 decrease. As shown in Figs, diminishes 
as h and ρ 1 increase and as ρ0 decreases. We also notice that a 
rise in contributes to a decrease in when h is fixed. Given that 
h = 1:0, α 1 = β1 = 0:01, and ρ 0 = 0:1 and ρ 1 = 0:9 (Case I), we 
have 0:01 and = 0:1, 0:01, 0:001 when Є = 1, 2, 3, respectively. 
This means that the false positive rates are estimated as one 
percent as long as a region-Credence value is measured to be 
less than Credence threshold with a probability of 0.1 (respec-
tively 0.01, 0.001) when the SPRT (respectively Biased-SPRT) is 
employed. Thus, the Biased-SPRT requires to be lower than 
the one in the SPRT in order to achieve high-detection accura-
cy. Given that h = 0:6, α 1 = β1 = 0:01, and ρ 0 = 0:1 and ρ 1 = 0:9 
(Case II), we have α~0:06 and ρ = 0:05, 0:013 when Є = 2; 3, re-
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spectively. This indicates that the Biased-SPRT with lower val-
ue of h can achieved 

 
 
 
 
 
 
 

 
 
 
 
less but still reasonable false positive rates at higher value of . 
When 0 and 1 in Cases I and II are configured to a larger value 
(0.3) and a smaller value (0.7), respectively, we see that the 
Biased-SPRT fulfills the same false positive rates as Cases I 
and II while requiring higher value of than Cases I and II. 

 

7 CONCLUSION 

    In this proposed scheme region-based node compromise 
detection and revocation scheme for static sensor networks 
using the SPRT is enhanced with the robustness of the SPRT 
[22] with biased sampling. We have shown that our scheme 
achieves robust untrustworthy region detection capability 
even if a majority of nodes in each region are compromised. 
Furthermore, we have proposed countermeasures against the 
attacks that might be launched to disrupt the proposed 
scheme. As a future enhancement a new scheme will be pro-
posed with the better detection and revocation using SPRT for 
dynamic environment in WSN. 
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